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Purpose: Demonstrate realistic simulation of grating-based x-ray phase-contrast imaging (GB-
XPCI) using wave optics and the four-dimensional Mouse Whole Body (MOBY) phantom defined
with non-uniform rational B-splines (NURBS).
Methods: We use a full-wave approach, which uses wave optics for x-ray wave propagation from the
source to the detector. This forward imaging model can be directly applied to NURBS-defined
numerical phantoms such as MOBY. We assign the material properties (attenuation coefficient and
electron density) of each model part using the data for adult human tissues. The Poisson noise is
added to the simulated images based on the calculated photon flux at each pixel.
Results: We simulate the intensity images of the MOBY phantom for eight different grating posi-
tions. From the simulated images, we calculate the absorption, differential phase, and normalized vis-
ibility contrast images. We also predict how the image quality is affected by different exposure times.
Conclusions: GB-XPCI can be simulated with the full-wave approach and a realistic numerical
phantom defined with NURBS. © 2020 American Association of Physicists in Medicine [https://
doi.org/10.1002/mp.14479]
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1. INTRODUCTION

X rays interact with matter according to a material’s complex
index of refraction n¼ 1�δþ iβ, where both δ and β are
functions of x-ray energy or wavelength.1 The image contrast
in conventional x-ray imaging is attributed to the attenuation
of x rays due to the sample’s absorption, which is represented
by β. The development of phase-sensitive x-ray techniques
has enabled additional measurements of x-ray refraction, or
the path length change through materials caused by local vari-
ations in δ. These imaging techniques called x-ray phase con-
trast imaging (XPCI) have shown improved physical contrast
for low atomic number materials such as those found in soft
tissues.2–6 Due to the requirement of high coherence, most
XPCI techniques have been demonstrated first with syn-
chrotrons, then with laboratory x-ray sources. In particular,
grating-based XPCI (GB-XPCI) systems can make use of
large (>10 μm) aperture detectors7 and large focal spot
sources.5 As such, these systems are well suited for preclini-
cal imaging where they have been used for a variety of tasks
ranging from lung, breast, as well as neuro imaging.8

A GB-XPCI system consists of spatially coherent x rays
followed by a phase shift grating G1 yielding a downstream
Talbot carpet interference pattern used to encode x-ray infor-
mation. The interference pattern is composed of phase
images of G1 at integer Talbot distances and intensity fringe
images of the grating at fractional Talbot distances. Angular
deviation of x rays due to refraction and scattering in a sam-
ple results in a lateral translation of the intensity pattern.
While this local shift could be measured directly with a high-
resolution detector (~1 μm period), an additional grating G2

is typically used to relax this constraint by matching the peri-
odicity of the interference fringes yielding the average fringe
position over the detector pixel area. A phase-stepping proce-
dure is then performed in which G2 is shifted with respect to
G1 to sample and reproduce the local intensity pattern. From
this phase-stepping curve three x-ray contrasts can be
derived: absorption due to a relative drop in mean intensity,
differential phase from the fringe phase shift, and normalized
visibility from the decrease in the visibility/contrast of inter-
ference fringes. The reduced visibility in GB-XPCI may orig-
inate from multiple effects that include small-angle scattering
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from supramolecular structures9 or unresolved, microscopic
fluctuations of the refractive index10,11 in the sample, refrac-
tion from sharp edges,12–14 beam hardening,15 and insuffi-
cient temporal coherence.16 The reduced visibility due to
small structures in the sample is typically called as dark-field
signal, which is not included in this study.

Although preclinical applications look promising for GB-
XPCI, limitations in the field of view (FOV) due to grating
fabrication challenges and dose inefficiencies of G2 are cur-
rent primary barriers to further clinical implementation.
Active research in GB-XPCI aims to overcome these and
other shortcomings of XPCI. For example, two-dimensional
(2D) tiling of gratings has been used to increase the FOV
enough to demonstrate chest radiography in a human cada-
ver17,18 with clinical trials ongoing. Additional progress has
been made in terms of dose efficiency following investiga-
tions into noise characterization,19-21 dose reduction,22,23 as
well as replacing G2 with a phase grating.24 This is just a
small subset of ongoing work in GB-XPCI with an emphasis
on hardware development; however, much work remains to
be done in areas of GB-XPCI simulation which could further
enhance wider adoption of GB-XPCI.

Development of x-ray imaging systems has been immen-
sely accelerated by the availability of the numerical phan-
toms for human anatomy and the simulators to generate x-
ray images from the phantoms. Similarly, XPCI simulation
using a realistic phantom enables assessment of the accuracy
of a reconstruction algorithm by comparing the result with
the known ground truth. It also allows us to predict the
images that a new x-ray source or a new XPCI system will
produce, thereby allowing us to optimize the hardware
design. XPCI simulation is challenging in two aspects:
numerical phantom and forward imaging model. For simu-
lating conventional x-ray imaging, a voxelated numerical
phantom has been widely adopted. The voxel size is usually
set to be as large as the detector pixel, and the large voxel
size does not compromise the accuracy in the attenuation
calculation. However, the large voxel size is problematic in
an XPCI simulation, as the features producing refraction and
scattering are usually much smaller than the detector pixel
size. Refining the voxel size of a voxelated phantom steeply
increases the computational cost. With regard to the forward
imaging model, conventional x-ray imaging simulation typi-
cally relies on ray optics for attenuation calculation25,26 and
Monte-Carlo simulation for Compton scattering.27,28 XPCI
is sensitive to small features, which refract and diffract x
rays. Previously, such interactions within the object were
ignored by using the projection approximation.29–32 More
accurate approaches using wave optics33,34 or Monte-Carlo
simulation35 have also been demonstrated for small, simple
objects. A major challenge with scaling up the wave optics
simulation to a large, complex object is the computational
cost. To overcome these limitations, we previously reported
a computationally efficient full-wave simulation framework
for XPCI, which can be applied to a realistic phantom.36,37

The method previously demonstrated with propagation-
based XPCI (PB-XPCI) uses a phantom defined with non-

uniform rational B-spline (NURBS) surfaces; thereby, the
discretization artefact can be suppressed much more effi-
ciently than refining three-dimensional (3D) volume meshes.
Using a wave optics model simplified with the first-order
Rytov approximation, the method is accurate and computa-
tionally efficient. Here, we extend the numerical framework
to simulate GB-XPCI by incorporating gratings into the for-
ward imaging model. The angular-spectrum scalar wave the-
ory allows us to accurately reproduce the Talbot effect and
Moiré fringes.38 Noteworthy, the period of the gratings used
in GB-XPCI is typically on the order of a micron; thus, the
wave propagation through the gratings should be done for a
much smaller grid than that used for PB-XPCI simulation.38

For this reason, wave optics simulation of GB-XPCI has
been applied mostly to a small specimen.33,34 To address
this challenge, we first calculate the complex scattered field
after the object at moderately high resolution, then oversam-
ple it along the grating axis before the propagation through
the gratings. For the demonstration, we use a four-dimen-
sional (4D) Mouse Whole Body (MOBY) phantom for the
test conditions (e.g., x-ray energy, FOV) chosen based on
the parameters of a new x-ray source under construction. At
the Arizona State University, we are building a compact x-
ray light source (CXLS), which generates x rays using laser-
driven inverse Compton scattering.39 The compact size of
CXLS allows the x-ray source to fit in a laboratory space,
while the high photon flux, narrow energy bandwidth, and
small source size allow us to achieve a much higher signal-
to-noise ratio than other laboratory x-ray sources. Using the
developed simulation tool, we calculate the GB-XPCI
images that the CXLS will produce for different exposure
times.

2. MATERIALS AND METHODS

2.A. Wave optics simulation of x-ray propagation
through an object

X rays interact with the object in different modes such as
absorption, refraction, and diffraction.40 These interactions
depend on the object’s complex scattering potential, which
is a function of the complex-valued refractive index that
depends on the x-ray wavelength. Given a wavelength λ, the
complex scattering potential of an object centered at the ori-
gin of Cartesian coordinates can be written as
Q x,y,zð Þ¼ 2π=λð Þ2 1�n x,y,zð Þ2

� �
. The scalar wave theory

describes the interaction of x rays with an object, which is
accurate when the polarization change can be ignored.41

Using a comparison with the Mie solution, we previously
showed that a solution to the wave equation simplified with
the first-order Rytov approximation is highly appropriate for
XPCI simulation.42 Suppose that a planar x-ray wave of the
wavelength λ is propagating along the z direction and inci-
dent onto an object centered at the origin of the coordinates.
At a distance of z from the center of object, the complex
amplitude U1 x,y;zð Þ of x rays in the transverse plane can be
written as
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U1 x,y;zð Þ¼U0 x,y;zð Þexp φs x,y;zð Þ½ �, (1)

where U0 x,y;zð Þ is the x-ray’s complex amplitude assuming
no object in the beam path. The complex scattered phase
φs x,y;zð Þ can be related to Q x,y,zð Þ by

~φs kx,ky;z
� �¼ i4π kzþ1=λð Þ½ ��1exp i2πkzzð Þ~Q kx,ky,kz

� �
, (2)

where kz is determined by kz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=λð Þ2� k2x � k2y

q
�1=λ.

~φs kx,ky;z
� �

is the 2D Fourier transform of φs x,y;zð Þ with
respect to x and y. ~Q kx,ky,kz

� �
is the 3D Fourier transform of

Q x,y,zð Þ.
For a voxelated phantom, ~Q kx,ky,kz

� �
can be obtained

from the fast Fourier transform (FFT) directly applied to
Q x,y,zð Þ. However, the use of a voxelated phantom is prob-
lematic in XPCI simulation, as the discrete voxel boundary,
which is recognized as a real feature of the object, generates
false diffraction signals. This problem can be greatly allevi-
ated without sacrificing the anatomical details by using a
phantom defined with non-uniform rational B-spline
(NURBS) surfaces.43 A NURBS surface is parametrically
defined with control points, weights, and non-rational B-
spline basis functions defined on two knot vectors.43 A series
of NURBS-based human and mouse phantoms are available
for medical imaging simulation.44 For a homogeneous vol-
ume, whose bounding surface is represented by a NURBS,
~Q kx,ky,kz
� �

in Eq. (2) can be calculated using.37

~Q kx,ky,kz
� � ¼ R

Q0∬ F
!

x u,vð Þ,y u,vð Þ,z u,vð Þ;kx,ky,kz
� �

� ∂S
!

n=∂u�∂S
!

n=∂v
� �

dudv,
(3)

where Q0 is the scattering potential of the organ represented
by the NURBS. The variables x u,vð Þ, y u,vð Þ, and z u,vð Þ are
the Cartesian coordinates of the points on the NURBS sur-
face, and ∂S

!
n=∂u�∂S

!
n=∂v is the surface normal vector.43

The function F
!

x,y,z;kx,ky,kz
� �

in Eq. (3) is given by

F
!

x,y,z;kx,ky,kz
� �¼ 1=3ð Þe�i2π kxxþkyyþkzzð Þ

x sinc kxxð Þexp iπkxxð Þ̂i
þy sinc kyy

� �
exp iπkyy

� �̂
j

þz sinc kzzð Þexp iπkzzð Þk̂

2
664

3
775:

(4)

A more complex organ can be represented by a superposi-
tion of multiple homogeneous volumes, each of which has a
different Q0 or refractive index. For the 2D numerical integral
in Eq. (3), we tested different grid sizes and chose a value, for
which the discretization artefact was completely suppressed
in the final intensity image. Achieving the same accuracy by
refining a volume mesh instead of a NURBS surface would
require much more memory and computation power.

2.B. Four-dimensional Mouse Whole Body (MOBY)
phantom

The MOBY phantom represents a mouse with 1645
NURBS models, to each of which we assigned a material

composition as shown in Table I. XPCI simulation requires

the complex-valued refractive index n r!
� �

as an input, which

can be written as n r!
� �

¼ 1�δ r!
� �

þ iβ r!
� �

.

δ¼Nelreλ
2=2π, (5)

β¼ λμ λð Þ=4π, (6)

where λ is the wavelength of x rays, re is the classical radius
of electron (2.818 × 10−15 m). The electron density Nel and
the linear attenuation coefficient μ λð Þ, which are required for
δ and β, were obtained from the data for adult human tis-
sues.45

2.C. Wave optics simulation of x-ray propagation
through gratings (G1 and G2)

Suppose that the grating G1 is located at the distance of L
from the center of the sample. Using Eqs. (1) and (2), the

TABLE I. Organs defined in MOBY and the assigned material properties for
this study.

Organ name
Material assignment

in MOBY

Refractive index at
E = 26 keV

δ(×10−7) β(×10−10)

Body Muscle 3.549 1.988

Trachea Air 0.004 0.002

Pelvis bone Water (50%) and dry
rib (50%)

3.998 4.590

Pelvis sacrum Water (50%) and dry
spine (50%)

4.013 4.653

Pelvis inner Cartilage 3.692 2.329

Ribs bone Water (50%) and dry
rib (50%)

3.998 4.590

Ribs inner Cartilage 3.692 2.329

Spinal cord Water (50%) and dry
spine (50%)

4.013 4.653

Spinal cord inner Cartilage 3.692 2.329

Lung Lung 3.519 1.990

Bronchi Air 0.004 0.002

Liver Liver 3.580 2.011

Gall bladder Muscle 3.549 1.988

Kidney Kidney 3.549 1.986

Pancreas Pancreas 3.529 1.907

Stomach Muscle 3.549 1.988

Stomach inner Water 3.406 1.877

Spleen Spleen 3.580 2.024

Large intestine Intestine 3.488 1.901

Large intestine inner Water 3.406 1.877

Small intestine Intestine 3.488 1.901

Small intestine inner Water 3.406 1.877

Thyroid gland Muscle 3.549 1.988

Heart muscle Muscle 3.549 1.988

Heart inner Blood 3.580 2.052

Blood vessels including
aorta, vena cava, etc.

Blood 3.580 2.052
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complex amplitude right before G1 can be calculated as
U1 x,y;Lð Þ. The complex amplitude right after the phase grat-
ing G1 can be written as

U2 x,yð Þ¼U1 x,y;Lð Þexp iΔϕ rect x=pð Þ∗comb x=pð Þ½ �f g, (7)

where Δϕ can be either π or π/2, p is the grating period, and
rect xð Þ¼ 1 (for xj j<1=2); 1=2 (for xj j ¼ 1=2); and 0 otherwise.

The comb function is defined as comb xð Þ¼ ∑
∞

m¼�∞
δ x�mð Þ,

where δ xð Þ is the Dirac delta function.
The propagation of x rays between G1 and G2 can be cal-

culated using the angular spectrum scalar wave theory.38 The
complex amplitude right before G2 can be calculated by

U3 x,yð Þ¼F�1 U
2
u,vð ÞH u,v;dð Þ

� �
, (8)

where F�1 represents the 2D inverse Fourier transform,
~U2 u,vð Þ is the 2D Fourier transform of U2 x,yð Þ, and

H u,v;dð Þ¼ exp i 2π=λð Þd 1� λuð Þ2� λvð Þ2
h i1=2� �

is the

transfer function for the light-field propagation over d, the
distance between G1 and G2. Then, the intensity measured at

the position is given by I3 x,yð Þ¼ U3 x,yð Þj j2. Suppose that N
images are acquired for varying equidistant positions of G2.
For the n-th position (n = 1, 2, . . ., N), the intensity after G2

is given by

I nð Þ
4 x,y;nð Þ¼ I3 x,yð Þ rect x=pð Þ∗comb x=p�n=Nð Þ½ �: (9)

The camera is placed right after G2. Assuming a camera
sensor array of Nd × Nd pixels, each of which is square with
dimensions Δ × Δ, without any dead space between pixels,
the intensity at the (k,l)-th pixel (k, l = 1, 2, . . ., Nd) can be
written as

I5 k, l½ � ¼ DI nð Þ
4

� �
k, l½ � :¼

ZΔ=2

�Δ=2

ZΔ=2

�Δ=2

I nð Þ
4 kΔþ ξ, lΔþηð Þdξdη,

(10)

where D is an integration downsampling operator.

2.D. Compact x-ray light source (CXLS)

The CXLS under construction at ASU produces x rays
using the inverse Compton scattering.39 In principle, the elec-
trons wiggling in a sinusoidal electromagnetic field of a laser
beam produces bursts of x rays in a similar way that a syn-
chrotron generates x rays using a static undulator. The elec-
tron energy required to make a particular x-ray photon
energy scales as the square root of the period of the field used
to wiggle the electrons. Thus, the CXLS using a laser with a
period less than a micron can produce x rays at a much lower
energy of electrons, and thus with a much smaller accelerator,

than the synchrotron whose undulator has a period of several
centimeters. The x-ray wavelength, or photon energy, of
CXLS can be tuned over a wide range up to 45 keV on a
timescale of seconds. These x rays are monochromatic with
the bandwidth of about 3% of the mean energy. The source
size of the x-ray beam is approximately the same as the elec-
tron beam size, which has a 10 μm diameter at the moment
of collision. This small source size, combined with the
monochromatic output, provides the coherence necessary for
optimum phase-contrast imaging. Major characteristics of
CXLS are summarized in Table II.

For the simulation, we assumed monochromatic x rays of
26 keV. For the system design described here, the sample is
located at 3.5 m from the source, G1 at 0.1 m from the sam-
ple, G2 at 0.2621 m from G1, and detector right after G2. The
photon flux onto each detector pixel (40 × 40 μm2) is about
105 photons∕s∕pixel, when there is no attenuation of x rays
by a sample. The photon flux onto each pixel was adjusted
based on the intensity at the corresponding location, which is
given by Eq. (10). The Poisson noise was added pixelwise for
different values of exposure time based on the mean number
of photons.

2.E. Extraction of absorption, differential phase,
and normalized visibility contrast images

Phase-stepping curves were measured at each detector
pixel index as a function of the G2 step position and the three
GB-XPCI contrasts (i.e., absorption, differential phase, nor-
malized visibility contrasts) were calculated using the stan-
dard Fourier retrieval method.7 For each pixel index, a 1D
discrete Fourier transform was performed along the phase-
stepping direction of length N. Absorption contrast represent-
ing the change in mean signal intensity, here presented as rel-
ative transmission T , was calculated as the ratio of the zero
order Fourier coefficient measured with the sample a0,s to the
reference without the sample a0,r,

T ¼ a0,s
a0,r

: (11)

The transverse shift of the interference pattern when one
period is sampled is calculated as the phase of the first Four-
ier component. The relative phase shift ϕ between the sample
and reference images is given by

TABLE II. X-ray parameters for the compact x-ray light source under con-
struction.

Parameter Value Units

Monochromatic x-ray energy <45 keV

Time averaged flux 1 × 1015 Photons/s/sr

Source diameter 10 μm
Source divergence 8 mrad

Photons per pulse 5 × 107 Photons per shot

Pulse length 1 Picosecond

Repetition rate 1000 Hz
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ϕ¼ϕ1,s�ϕ1,r ¼
λd
p
∂Φ
∂x

, (12)

where ∂Φ=∂x is the derivative of the true sample phase shift
with respect to the phase-stepping direction x. Finally, visibil-
ity is a measure of the contrast for an interference pattern,
which is defined as the signal amplitude relative to the base-
line and is calculated as

V ¼ 2a1=a0, (13)

with the normalized visibility contrast being the ratio of the
sample and reference visibilities.

Vnorm ¼Vs=Vr: (14)

3. RESULTS AND DISCUSSION

Figure 1 shows a schematic diagram of the imaging geom-
etry used in this study. Suppose that a planar x-ray wave of
the energy 26 keV is incident onto the sample (S). The phase
grating G1 with the period of 5 μm and the phase shift of π=2
is located at the distance of L = 0.1 m from the center of the
sample. The amplitude grating G2 with the same period as G1

is located at the first fractional Talbot distance of
d = 0.2621 m from G1. The detector with 40 μm pixel size is
located right next to G2. First, we simulated GB-XPCI imag-
ing of a 2-mm diameter, water-filled sphere in air. The δ and
β values for water was 3.406 × 10−7 and 1.877 × 10−10,
respectively, for the x-ray energy of 26 keV.

FIG. 1. Schematic diagram of the simulation geometry used in this study. S: Sample; G1, G2: gratings; and D: detector. The numbers 1 through 5 in the circles
refer to the planes where Eqs. (1), (7)–(10) were calculated.

FIG. 2. Wave optics simulation of x-ray propagation through a water sphere and a grating. (a) Complex amplitude, that is, amplitude (i) and phase (ii), of x-ray
right before G1 and (b) the intensity right before G2. In Fig. 2(b), the image (ii) on the right is a magnified image of the rectangular region in (i). [Color figure
can be viewed at wileyonlinelibrary.com]
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Figure 2(a) shows the amplitude (i) and phase (ii) of the
complex amplitude right before G1, which was calculated
using Eqs. (1) and (2). The transmission through G1 and the
free-space propagation to G2 was calculated using Eqs. (7)
and Eq. (8), respectively. Fig. 2(b)(i) shows an example
intensity image right before G2 for the square region in
Fig. 2(a). Figure 2(b)(ii), a magnified image of the square
region in Fig. 2(b)(i), clearly shows the periodic intensity pat-
tern, a Talbot self-image of the grating G1. The horizontal
stripes are slightly distorted near the bead edge due to the x-
ray refraction; however, the amount of distortion is very small
and not clearly seen in Fig. 2(b)(ii).

Figure 3(a) shows the intensity images of the sample
along eight equidistant phase steps of G2 covering one grat-
ing period, calculated using Eqs. (9) and (10). From the simu-
lated GB-XPCI images, absorption, differential phase, and
normalized visibility contrast images were calculated as
described in the Methods section. The absorption contrast
image (displayed as transmission T) in Fig. 3(b)(i) is darker
in the middle of the bead than in the background region due
to the sample’s absorption. The bright ring at the boundary of
bead is due to diffraction, which is typically observed in PB-
XPCI. The differential phase contrast image in Fig. 3(b)(ii)
shows a distinctive shadow-cast pattern for GB-XPCI along
the G2 translation direction. The normalized visibility con-
trast image in Fig. 3(b)(iii) also emphasizes boundaries, but
the intensity distribution is symmetric with respect to the hor-
izontal center line.

Next, we simulated GB-XPCI imaging of the MOBY
mouse phantom. For each NURBS model, we calculated
the complex amplitude of x rays right before G1 using

Eqs. (1) and (2). The grid size for this calculation was set
at 20 μm, and the field of view 12.3 × 12.3 cm2. This
means that the calculation of ~Q kx,ky,kz

� �
, which involves

a 2D integral of Eq. (3), should be repeated for different
kx,ky
� �

values of 6144 × 6144 pixels. This calculation
would be extremely slow on a central processing unit
(CPU) but could be done very efficiently using general-
purpose computing on graphics processing units (GPU).
To calculate ~Q kx,ky,kz

� �
, we implemented a GPU code in

CUDA (version 10.2). For efficient use of the GPU mem-
ory, small parts in MOBY such as bronchi were grouped
together, while a big part such as body envelope was
divided into small pieces. Using a cluster with two GPUs
(Tesla V100) and 128 GB memory, it took about
1.5 months to complete the computation for all the
NURBS models in MOBY. The complex amplitudes for
all the models were summed up to synthesize the complex
amplitude for the entire mouse model right before G1.

Figures 4(a) and 4(b) show the amplitude and phase of the
complex amplitude for the MOBY phantom right before G1.
Here, the body envelope was excluded to clearly show the
absorption and phase contrast of each organ. As expected, the
skeletal structure is pronounced in the amplitude image,
while the trachea and bronchi are more pronounced in the
phase image. Figures 5(a) and 5(b) show the amplitude and
phase of the complex amplitude for the MOBYphantom right
before G1 with the body envelope included. The skeletal
structure and bronchi are faintly seen in Figs. 5(a) and 5(b),
respectively, but the contrast in each image is very low.
Before calculating the transmission through G1, the complex
amplitude was upsampled along the grating axis by a factor

FIG. 3. GB-XPCI simulation of a 2-mm diameter water sphere in air. (a) Simulated intensity images for eight different positions of G2, which are represented by
the numbers 1 through 8. (b) Absorption (i), differential phase contrast (ii), and normalized visibility contrast (iii) images of the sphere, which were extracted
from the images in Fig. 3(a).
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of 256, which provided the grid size of 78.1 nm. On the one
hand, this fine grid was necessary to accurately calculate the
Talbot effect, or the diffraction of x rays by the phase grating
G1. On the other hand, the upsampling significantly increased
the number of pixels to a level that could not be handled with
the memory of our workstation. To overcome this challenge,
we divided the image into 64 sub-images, and separately
applied the propagation operation then downsampling opera-
tion to each sub-image. The final results were joined together
to provide the intensity at the detector plane. This calculation
was repeated for eight different positions of G2 using the
same stepping sequence used in Fig. 3(a) to generate the
phase-stepping images in Fig. 6.

Figures 7(a) through 7(c) show the resulting absorption,
differential phase, and normalized visibility image contrasts
extracted from the simulated intensity images in Fig. 6. As
Figs. 4(a) and 4(b) show, the skeletal structure has high
absorption contrast, and thus is pronounced in the attenuation
image [Fig. 7(a)], while the trachea and bronchi have high
phase contrast, and thus are pronounced in the differential
phase contrast image [Fig. 7(b)]. The visibility contrast
[Fig. 7(c)] emphasizes boundaries between dissimilar materi-
als such as bone and body cavity or bronchi from surrounding
lung space due its sensitivity to large phase gradients. This is
in fact a result of the downsampling operation used in Eq.
(10) to integrate the fine resolution rays containing edge

FIG. 4. Wave optics simulation of x-ray propagation through the MOBY mouse phantom (excluding the body envelope). (a) Amplitude, and (b) phase right
before G1. The body envelope was excluded to show the internal structure of the phantom. [Color figure can be viewed at wileyonlinelibrary.com]

FIG. 5. Wave optics simulation of x-ray propagation through the full MOBYphantom. (a) Amplitude, and (b) phase right before G1. [Color figure can be viewed
at wileyonlinelibrary.com]
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information onto the course resolution detectors. This drop in
normalized visibility at high frequency structures is in part an
artefact of insufficient sampling and thus system-dependent

but still provides information on sub-resolvable structures in
the sample. This effect is a common source of reduced nor-
malized visibility in setups using large aperture detector and

FIG. 6. GB-XPCI simulation of MOBYphantom: simulated intensity images for eight different positions of G2.

FIG. 7. GB-XPCI simulation of MOBY phantom. The absorption (a), differential phase contrast (b), and normalized visibility contrast (c) images were extracted
from Fig. 6. In each, the image (ii) on the right is a magnified image of the rectangular region in (i).
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large focal spot source and has been investigated previously
in experimental setups.12–14 Insufficient spatial sampling is
one of several systemic factors that delineate normalized visi-
bility from ‘true’ dark field originating from small angle scat-
tering in the sample.15,16 Accurate simulation of normalized
visibility will likely prove useful in better distinguishing sys-
temic bias as well as inform system design considerations,
however, further work remains to be done in these regards.

Finally, we predicted how the image quality will be
affected by different exposure times with a GB-XPCI system
constructed using the CXLS. In particular, we added Poisson
noise to each pixel of the simulated image (Fig. 6) based on

the number of photons arriving at the corresponding detector
position. The number of photons at each detector pixel was
calculated assuming that the sample (MOBY phantom) was
located at 3.5 m from the x-ray focal spot and the other com-
ponents (i.e., gratings and detector) at the same positions as
shown in Fig. 1. From the simulated, noisy images, we
extracted the three contrasts as described above. Figure 8
shows absorption (A), differential phase contrast (B), and
normalized visibility contrast (C) images of MOBY for the
exposure time of 0.01 s (i) and 0.001 s (ii). Owing to the high
photon flux of CXLS, the relatively short exposure time of
0.01 s still produces high-quality images, which are hard to
distinguish from the noise-free images in Fig. 7. When the
exposure time was further reduced to 0.001 s, granular noise
became apparent in all the images. The skeletal structure in
the absorption image is still clearly seen, so are the trachea
and the primary bronchi in the differential phase contrast
image. However, the secondary and tertiary bronchi are no
longer clear, and many bronchioles are indistinguishable from

FIG. 8. GB-XPCI simulation of MOBYphantom for different Poisson noise. The absorption (a), differential phase contrast (b), and normalized visibility contrast
(c) images were extracted from Fig. 6 after adding the Poisson noise corresponding to the exposure time of 0.01 s (i) and 0.001 s (ii).

TABLE III. Average number of photons (per 1 ms) in the image area for dif-
ferent grating positions in GB-XPCI.

1 2 3 4 5 6 7 8

47.04 36.36 24.36 12.39 1.39 12.07 24.07 36.04
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the background noise. The normalized visibility contrast was
most affected by the significantly reduced exposure time. It is
hard to distinguish any features in the image. This degrada-
tion of image quality is natural, as the number of photons
falling on the image area, that is,, the mouse body, is as low
as 1.39 for a certain grating position (Table III). However, the
high contrast of the structures for 0.01 s exposure time is very
promising, although we expect it would require a longer time
for a thicker sample to achieve a similar SNR. The simulation
framework developed here can be applied to a human phan-
tom such as XCAT, which will allow us to assess the perfor-
mance of a new GB-XPCI system for clinical imaging.
Additionally, this methodology can be further generalized to
cone-beam geometries to simulate a wider variety of GB-
XPCI setups.46

In this study, we have demonstrated a GB-XPCI simula-
tion using a NURBS-defined mouse phantom and a full-
wave approach. The MOBY phantom provides a realistic 3D
model of mouse anatomy, which changes with cardiac and
respiratory motions.47 Constructed with high-resolution 3D
magnetic resonance microscopy and cardiac- or respiratory-
gated magnetic resonance imaging, the MOBY phantom has
been used for the simulation of x-ray computed tomography
(CT) and single photon emission computed tomography
(SPECT).44 The full-wave approach means using wave
optics for the x-ray wave propagation from the source to the
detector, which contrasts with using it only for a portion of
the beam path. Due to high computational cost, the full-
wave simulation of XPCI or XDFI has been used mostly
with simple numerical phantoms.33 We previously demon-
strated the full-wave simulation of PB-XPCI with the 4D
extended cardiac-torso (XCAT) phantom.37 The full-wave
simulation using the complex numerical phantom was
enabled by adopting a wave propagation model simplified
with the first-order Rytov approximation.36,42 Here we
extended the approach to GB-XPCI by including the interac-
tion of x rays with the gratings. Noteworthy, this wave optics
model includes the attenuation and coherent scattering of x
rays by use of the complex-valued refractive index assigned
to each part of the phantom. The image blurring due to the
Compton scattering is not currently included, but the inco-
herent process can be calculated using a Monte-Carlo simu-
lation and added to the wave optics simulation result. An
alternative approach calculating the coherent and incoherent
scattering in a unified framework has been demonstrated for
relatively simple phantoms.34,35

We note that the dark-field signal, which originates from
the small-angle scattering due to unresolved, microscopic
structures (i.e., refractive index variation) in the sample,10,11

is not included in this work. One approach to model the dark-
field signal is to use a parametric attenuation coefficient of
fringe visibility. In this approach, the dark-field extinction
coefficient11 or linear diffusion coefficient48 for an entire
organ (e.g., lungs) needs be determined experimentally. Alter-
natively, we can use the full-wave approach after making two
improvements to the method presented in this report. First,
the numerical phantom needs be augmented to incorporate

the microstructure (e.g., pulmonary lobules). Second, a for-
ward imaging model that can properly handle multiple scat-
tering is needed instead of the current model adopting the
first-order approximation. For example, a multi-slice beam
propagation method, which we adopted for PB-XPCI simula-
tion, can handle multiple scattering efficiently and accu-
rately.46 Incorporating the microstructure into the numerical
phantom and adopting the beam propagation method for a
highly scattering organ is left as our future work.

ACKNOWLEDGMENTS

This work was funded by Team Science Award from Mayo
Clinic and Arizona State University, U.S. Department of
Defense (W81XWH-13-2-0067, CDMRP Air Force Contract
FA8650-17-C-9113), and USAMRAA (W81XWH-15-C-0052,
W81XWH-17-C-0068). We gratefully acknowledge the sup-
port of NVIDIA Corporation with the donation of a Quadro
P6000 GPU and the UWM High Performance Computing
facility for providing the computer time on the GPU cluster.

CONFLICT OF INTEREST

The authors declare no competing interest.

AUTHORS’ CONTRIBUTIONS

Y.S., R.G., C.H.M., and W.S.G. designed research; Y.S.,
B.N., and E.R.S. performed research; all the authors analyzed
data and wrote the paper.

a)Author to whom correspondence should be addressed. Electronic mail:
ysung4@uwm.edu.

REFERENCES

1. Attwood D, Sakdinawat A. X-Rays and Extreme Ultraviolet Radiation:
Principles and Applications. Cambridge: Cambridge University Press;
2017.

2. Bonse U, Hart M. An X-ray interferometer. Appl Phys Lett.
1965;6:155–156.

3. Wilkins SW, Gureyev TE, Gao D, Pogany A, Stevenson AW. Phase-con-
trast imaging using polychromatic hard x-rays. Nature.
1996;384:335–338.

4. Momose A, Takeda T, Itai Y, Hirano K. Phase–contrast x–ray computed
tomography for observing biological soft tissues. Nat Med. 1996;2:473.

5. Pfeiffer F, Weitkamp T, Bunk O, David C. Phase retrieval and differen-
tial phase-contrast imaging with low-brilliance x-ray sources. Nat Phys.
2006;2:258.

6. Wen H, Bennett EE, Hegedus MM, Carroll SC. Spatial harmonic imag-
ing of x-ray scattering—initial results. IEEE Trans Med Imaging.
2008;27:997–1002.

7. Weitkamp T, Diaz A, David C, et al. X-ray phase imaging with a grating
interferometer. Opt Express. 2005;13:6296–6304.

8. Bravin A, Coan P, Suortti P. X-ray phase-contrast imaging: from pre-
clinical applications towards clinics. Phys Med Biol. 2012;58:R1.
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